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John A. Evans®" and Thomas J.R. Hughes ®

@ Institute for Computational Engineering and Sciences, The University of Texas at Austin,

* Corresponding author. E-mail address: evans@ices.utexas.edu

Abstract

We develop divergence-conforming B-spline discretizations for the numerical solu-
tion of the steady Navier-Stokes equations. These discretizations are motivated by
the recent theory of isogeometric discrete differential forms and may be interpreted
as smooth generalizations of Raviart-Thomas elements. They are (at least) patch-
wise C? and can be directly utilized in the Galerkin solution of steady Navier-Stokes
flow for single-patch configurations. When applied to incompressible flows, these dis-
cretizations produce pointwise divergence-free velocity fields and hence exactly satisfy
mass conservation. Consequently, discrete variational formulations employing the new
discretization scheme are automatically momentum-conservative and energy-stable.
In the presence of no-slip boundary conditions and multi-patch geometries, the dis-
continuous Galerkin framework is invoked to enforce tangential continuity without
upsetting the conservation or stability properties of the method across patch bound-
aries. Furthermore, as no-slip boundary conditions are enforced weakly, the method
automatically defaults to a compatible discretization of Euler flow in the limit of
vanishing viscosity. The proposed discretizations are extended to general mapped ge-
ometries using divergence-preserving transformations. For sufficiently regular single-
patch solutions subject to a smallness condition, we prove a prior: error estimates
which are optimal for the discrete velocity field and suboptimal, by one order, for the
discrete pressure field. We present a comprehensive suite of numerical experiments
which indicate optimal convergence rates for both the discrete velocity and pressure
fields for general configurations, suggesting that our a prior: estimates may be conser-
vative. These numerical experiments also suggest our discretization methodology is
robust with respect to Reynolds number and more accurate than classical numerical
methods for the steady Navier-Stokes equations.

Keywords: Steady Navier-Stokes equations, B-splines, [sogeometric analysis, Divergence-

conforming discretizations



1 Introduction

Steady Navier-Stokes flow is an important simplification of fully unsteady Navier-
Stokes flow. Many low speed, laminar fluid flows may be accurately described by
the steady Navier-Stokes equations. Additionally, one arrives at a steady Navier-
Stokes problem by conducting a Reynolds time-averaging of statistically stationary
Navier-Stokes flows (see Chapters 3 and 4 of [31]). Despite its simple appearance,
the steady Navier-Stokes problem has presented considerable difficulty in its numer-
ical approximation. It is subject to the Babuska-Brezzi inf-sup condition, and when
the convection operator is expressed in conservation form and the incompressibility
constraint is not met exactly, terms corresponding to convection can actually accrete
energy. This ultimately leads to unstable numerical formulations, and alternative rep-
resentations of the convection operator have been devised to bypass this instability.
The most popular of these in the finite element community is the skew-symmetric
representation [40]. Discretizations of the convection term using the skew-symmetric
representation neither produce nor dissipate energy and hence lead to stable numer-
ical methods. Unfortunately, these discretizations do not inherit the conservation
structure of the Navier-Stokes equations. Alternatively, provably stable, convergent,
and locally-conservative discontinuous Galerkin discretizations have been devised for
the steady Navier-Stokes equations in [11, 12|, but these discretizations are encum-
bered with a proliferation of degrees of freedom and are thus largely limited to two
spatial dimensions. Hybrid technologies have recently been proposed with the aim of
extending the applicability of discontinuous Galerkin methods to larger problem sizes
28, 29].

Another discretization procedure for the steady Navier-Stokes equations arises
through the intelligent choice of weighting function in a Petrov-Galerkin method. A
popular method of choice is the use of an advective formulation in conjunction with
the Streamline-Upwind Petrov-Galerkin (SUPG) method [7] to handle convective in-
stabilities and the Pressure-Stabilizing Petrov-Galerkin (PSPG) method [25, 37] to
handle pressure instabilities. Unfortunately, the theoretical analysis of this method
in the steady regime has been entirely restricted to linearized Oseen problems where
the convection velocity is assumed fixed and divergence-free. These linearized model
problems are ultimately insufficient as the discrete convection velocity is not, in gen-
eral, divergence-free. To further control the divergence term, so-called grad-div stabi-
lization techniques [33] have been proposed which add artificial dilatational stresses
to the underlying variational formulation. Using a combination of an advective for-
mulation, SUPG, PSPG, and grad-div stabilization, provably convergent numerical
methods have been devised for the steady Navier-Stokes equations (see Chapter 3
of [33]), and such methods can be made to globally conserve momentum through a
residual-based modification [26]. Still, a provably convergent H'-Galerkin finite ele-
ment discretization of the three-dimensional steady Navier-Stokes equations written
in conservation form has proved elusive.



In this paper, we present divergence-conforming B-spline discretizations for the
steady Navier-Stokes problem. These discretizations are motivated by the theory of
isogeometric discrete differential forms [9, 10] and extend the Darcy-Stokes-Brinkman
discretizations presented in [19] to nonlinear Navier-Stokes flows. As our discretiza-
tions return pointwise divergence-free velocity fields, we can utilize a variational for-
mulation written in conservation form without being susceptible to instability. We
impose no-penetration boundary conditions strongly and no-slip boundary conditions
weakly using Nitsche’s method. This allows our discretization procedure to naturally
default to a conforming approximation of Euler flow in the limit of vanishing vis-
cosity. This also allows our method to capture boundary layers without resorting
to stretched meshes [3, 4]. We prove stability and error estimates for single-patch
discretizations under a smallness condition. Our error estimates are optimal for the
discrete velocity field and suboptimal, by one order, for the discrete pressure field
provided that that the exact solution is sufficiently regular. All of our estimates’ de-
pendencies on the viscosity and the penalty parameter of Nitsche’s method are made
explicit in our analysis. We utilize the methods of exact and manufactured solutions
to verify our error estimates and find our discrete pressure fields converge at optimal
order in contrast with our theoretical estimates. We further test the effectiveness of
our method by considering the application of our discretization to the analysis of two
benchmark problems: lid-driven cavity flow and confined jet impingement.

An outline of this paper is as follows. In the following section, we present some
basic notation. In Section 3, we recall the steady Navier-Stokes problem subject to
homogeneous Dirichlet boundary conditions. In Section 4, we briefly review B-splines,
the basic building blocks of our new discretization technique, and in Section 5, we
define the B-spline spaces which we will utilize to discretize velocity and pressure
fields. In Section 6, we present our discrete variational formulation for the steady
Navier-Stokes problem and prove continuity, stability, and a priori error estimates
for the single-patch setting. In Section 7, we discuss the extension of our methodology
to the multi-patch setting. In Sections 8 and 9, we present numerical results, and in
Section 10, we draw conclusions. Before proceeding, note that one might say there is
a fundamental issue concerning the fact that our analysis only covers flows subject to
“small data”. However, well-posedness of the continuous problem is subject to a sim-
ilar constraint, and we believe the small data assumption is natural as medium- and
large-Reynolds number flows are inherently unsteady in both laminar and turbulent
regimes.

2 Notation

We begin this paper with some basic notation. For d a positive integer representing
dimension, let D C R? denote an arbitrary bounded Lipschitz domain with boundary
OD. As usual, let L?(D) denote the space of square integrable functions on D and



define L2(D) = (L2(D))*. We will also utilize the more general Lebesgue spaces
LP(D) where 1 < p < oo and their vectorial counterparts L”(D). Let H*(D) denote
the space of functions in L?(D) whose k''-order derivatives belong to L?(D) and

define H*(D) = (Hk(D))d. We identify with H*(D) the standard Sobolev norm

1/2
vl zxpy = Z HDaVH%Q(D)
|| <k
where a = (a1, s, . .., g) is a multi-index of non-negative integers, |a| = a1 + s +
...+ g, and
Do ol

- aq a Qg °
0x{'0x5* ... 0z

We denote the Sobolev semi-norms as |- | gx(p), and we adopt the convention H°(D) =
L*(D). Throughout, Sobolev spaces of fractional order are defined using function
space interpolation (see, e.g., Chapter 1 of [38]). We define H}(D) C H'(D) to be
the subspace of functions with homogeneous boundary conditions and define Hy(D)
to be the vectorial counterpart of Hj(D). We define H*(div; D) to be the Sobolev
space of all functions in H*(€2) whose divergence also belongs to H*(D). This space
is equipped with the norm

)1/2

1Vl 12 aivim) = ([IV] QHS(D) + [|divv]| ?iS(D)

When s = 0, we omit the superscript. We also define
Hy(div; D) = {ve H(div;D):v-n=0on 0D}

where n denotes the outward pointing unit normal. Finally, we denote L3(D) C L*(D)
as the space of square-integrable functions with zero average on D.

3 The Steady Navier-Stokes Problem

In this section, we recall the steady Navier-Stokes problem subject to homogeneous
Dirichlet boundary conditions. For d a positive integer, let {2 denote a Lipschitz
bounded open set of R?. Throughout this paper, d will be either 2 or 3. The problem
of interest is as follows.

Givenv € Rt and f: Q@ - R% findu: Q — R? and p : Q — R such

that
(S) V:-(u®u)—V-(2vV°u) + gradp =f in Q (1)
divu=0 in Q2 (2)
u=20 on Of). (3)




Above, u denotes the flow velocity of a fluid moving through the domain €2, p de-
notes the pressure acting on the fluid divided by the fluid density, v denotes the
kinematic viscosity of the fluid, f denotes a body force acting on the fluid divided by
the density, and V*u denotes the symmetrized gradient of the velocity field defined
by Viu = % (Vu+ (Vu)T> . Note that the pressure is only determined up to an
arbitrary constant.

Assuming that f € L*(9Q), the weak form for the steady Navier-Stokes problem is
written as follows:

( Find u € Hy(Q) and p € L2(2) such that

k(u,v) + c(u,u;v) = b(p,v) + b(q,u) = (£, v)12(q, (4)
for all v € Hy(2) and ¢ € L3(£2) where
(W)
k(w,v) = (2vV°W,V*V) 12 qpaxa, YW,V € H,(Q), (5)
b(q,v) = (¢, divv) 12, Vg € Lj(Q),v € Hy(Q), (6)
(W, %;v) = = (WX, VV) 12 iqaxa, YW, X, v € Hy(Q). (7)

\

Note that the trilinear form c(-, -;-) : Hy(Q) x Hj(Q2) x Hj(©2) — R makes sense due
to the continuous Sobolev embedding

Hy(Q) — LY(Q). (8)

In fact, as d is Lipschitz, we have the stronger embedding H'(Q) < L*(Q).
We have the following existence and uniqueness theorem for flows subject to small
data whose proof may be found in [22].

Theorem 3.1. Problem (W) has a unique weak solution (u,p) € Hy(2) x L3()
provided the problem data satisfies an inequality of the form

CQCPoin
—r Ml <1 (9)

where Cq is a constant which only depends on  and Cpy, 1S the positive constant
appearing in Poincaré’s inequality:

HVHHI(Q) S CPOin|V‘H1(Q); Vv € Hl(Q) N Ho(dlv, Q) (10)
Furthermore, such a weak solution satisfies the inequality

OPoin

v

a1 (o) < I1f]lL2 (- (11)



Remark 3.1. Note that, since v is constant and divu = 0,
V- (2vViu) = vAu. (12)

This inspires a different variational formulation than that presented here which is
often the basis for numerical discretization (see, for example, [12]). However, such a
formulation cannot easily accommodate traction boundary conditions. We have found
that discrete formulations based on either of the diffusion operators given by (12) yield
qualitatively and quantitatively similar results.

Remark 3.2. In general, we may replace the constant-viscosity Newtonian stress
tensor given here, T = 2vV?®u, with more suitable choices of stress tensor. Qur
analysis does not cover this general setting.

4 B-splines and Geometrical Mappings

In this section, we briefly introduce B-splines, the primary ingredient in our discretiza-
tion technique for the steady Navier-Stokes equations. We also introduce mappings
which will allow us to extend our discretization technique to general geometries of
engineering interest. For an overview of B-splines, their properties, and robust algo-
rithms for evaluating their values and derivatives, see de Boor [14] and Schumaker
[35]. For the application of B-splines to finite element analysis, see Hollig [23] and
Cottrell, Hughes, and Bazilevs [13].

4.1 Univariate B-splines

For two positive integers k and n, representing degree and dimensionality respectively,
let us introduce the ordered knot vector

E={0=¢61,&, . Sornr = 1} (13)

where
§1 <& < ... &tht1-

Given = and k, univariate B-spline basis functions are constructed recursively starting
with piecewise constants (k = 0):

B?(ﬁ) _ { 1 it <E<&in (14)

0 otherwise.

For k =1,2,3,..., they are defined by

BiE) = 25

= = - sz—l(f)_'_ £i+k+1_£ BZ]:__11(§) (15)
€z+k 5@

Sivhr1 — i1



When & — & =0, 52—5—5 is taken to be zero, and similarly, when & 11 — &1 = 0,

Sixk1 =8 g taken to be zero. B-spline basis functions are piecewise polynomials of

Eitht1—8i+1
degree k, form a partition of unity, have local support, and are non-negative. We

refer to linear combinations of B-spline basis functions as B-splines or simply splines.

Let us now introduce the vector ¢ = {(i, ..., (n} of knots without repetitions and
a corresponding vector {1, ..., } of knot multiplicities. That is, r; is defined to be
the multiplicity of the knot (; in =. We assume that r; < k+1. Let us further assume
throughout that ry = r,, = k + 1, i.e, that = is an open knot vector. This allows
us to easily prescribe Dirichlet boundary conditions. At the point (;, B-spline basis
functions have «; := k — r; continuous derivatives. We define the regularity vector a
by a :={ai,...,a,}. By construction, a; = «a,,, = —1. In what follows, we utilize
the notation

la] = min{a; :2<i<m—1} (16)

anda—1:={-1,ap—1,..., a1 —1,—1} when o; >0 for 2 <i <m—1.

We denote the space of B-splines spanned by the basis functions BY as

Sk .= span {Bf}?zl . (17)

(o1

When k£ > 1 and «; > 0 for 2 < ¢ < m — 1, the derivatives of functions in SZ are
splines as well. In fact, we have the stronger relationship

{div NS SZ} = Sk L. (18)

T

One of the most important properties of univariate B-splines is refinement and, per-
haps more importantly, nestedness of refinement. Knot insertion and degree elevation
algorithms are described in detail in Chapter 2 of [13].

4.2 Multivariate B-splines

The definition of multivariate B-splines follows easily through a tensor-product con-
struction. For d again a positive integer, let us consider the unit cube Q = (0,1)¢ C
R?, which we will henceforth refer to as the parametric domain. Mimicking the one-

dimensional case, given integers k; and n; for [ = 1,...,d, let us introduce open
knot vectors =, = {&1 4, ..., &n k41, and the associated vectors ¢; = {Ci, - -+ Gnpi }s
{rig, .. ,rmu}, and o = {1y, ...,y }. There is a parametric Cartesian mesh M,

associated with these knot vectors partitioning the parametric domain into rectangu-
lar parallelepipeds. Visually,

My, ={Q =®i=1,..a (G, Grr10) 1 <4y <my —1}. (19)

For each element () € M), we associate a parametric mesh size hg = diam(Q). We
also define a shape regularity constant A which satisfies the inequality

h min
AT SRS YQ E My, (20)

Q



where hg min denotes the length of the smallest edge of (). A sequence of parametric
meshes that satisfy the above inequality for an identical shape regularity constant is
said to be locally quasi-uniform.

We associate with each knot vector Z; (I = 1,...,d) univariate B-spline basis
functions BZ{Z of degree k; for i, = 1,...,n;. On the mesh M, we define the tensor-
product B-spline basis functions as

Bk .= BN @ ... @ B

B ! e i=1,.mny, o dg=1,...,ng. (21)

We then accordingly define the tensor-product B-spline space as

Salu--wo‘fd = Sallv"'vo(‘id (Mh) - Spal {Billw--,idd}ilzl cnig=1 ’ <22)
Like their univariate counterparts, multivariate B-spline basis functions are piece-
wise polynomial, form a partition of unity, have local support, and are non-negative.
Defining the regularity constant

a:= min - min {a;} (23)

we see that our B-splines are C'*-continuous throughout the domain Q. Refinement of
multivariate B-spline bases is obtained by applying knot insertion and degree elevation
in tensor-product fashion. In the remainder of the text, we consider a family of
nested meshes { My}, and associated B-spline spaces {Shtka (M)} he<ho that
have been obtained by successive applications of knot refinement. Furthermore, we
assume throughout that the mesh family { M}, is locally quasi-uniform.

Note that each element Q) = ®;—1,_a (G4, Ci,+1.4) has the equivalent representation
Q = Qi=1,..d (gjz,b 5jz+1,z) for some index j;. With this in mind, we associate with each
element a support extension Q, defined as

Q = ®i=1..a (&t Ejrmrrr) - (24)

The support extension is the interior of the set formed by the union of the supports
of all B-spline basis functions whose support intersects ). Note that each element
belongs to the support extension of at most I,y _4(2k; + 1) elements.

4.3 Piecewise Smooth Functions, Geometrical Mappings, and
Physical Mesh Entities

On the parametric mesh M,,, we define the space of piecewise smooth functions with

interelement regularity given by the vectors a, ..., a4 as
C(iol,...,ad = C’g(ol ..... (s 7] (Mh) * (25)



Precisely, a function in Cg s a function whose restriction to an element Q) € M,
admits a C'° extension in the closure of that element and which has «;,; contin-
uous derivatives with respect to the [th coordinate along the internal mesh faces
{(ZEl, . ,l’d) X = th le,J/ < xp < <j1,+17l/,l/ §é l} for all 1y = 2,. Lo, my — 1 and
Jr =1,...,my — 1. Note immediately that any function lying in the B-spline space
Ski-ka also lies in Cg .-

Unless specified otherwise, we assume throughout the rest of the paper that the
physical domain 2 C R? can be exactly parametrized by a geometrical mapping
F : O — Q belonging to (Cx ,...,ad)d with piecewise smooth inverse. We further
assume that the physical domain €2 is simply connected with connected boundary
0N) and the geometrical mapping is independent of the mesh family index h. A
geometrical mapping meeting our criteria could be defined utilizing B-splines or Non-
Uniform Rational B-Splines (NURBS) on the coarsest mesh My,. For examples of
such mappings, see Chapter 2 of [13]. NURBS mappings are especially useful as they
can represent many geometries of scientific and engineering interest and are the main
tools employed in Computer Aided Design (CAD) software. Later in this paper, we
will utilize a polar mapping to solve a flow problem on a cylindrical geometry. The
geometrical mapping F naturally induces a mesh

Kn={K:K=TF(Q)Qe My} (26)
on the physical domain 2. We define for each element K € K} a physical mesh size
hi = |DF || hq (27)

where Q is the pre-image of K, and we also define the support extension K = F(Q)
We define for a given mesh the global mesh size

h =max{hg, K € Ky} .

Note that as the parametric mesh family {M,}, <n, 18 locally quasi-uniform and the
geometrical mapping F is independent of the mesh family index h, the physical mesh
family {/C}, <n, 18 also locally quasi-uniform. We refer to the physical domain €2 and

its pre-image €2 interchangeably as the patch. It should be noted that, in general, the
domain €2 cannot be represented using just a single patch. Instead, multiple patches
must be employed. We will discuss further the multi-patch setting in Section 7.

We define on the parametric mesh a set of mesh faces Fj, = {F'} where F is a face
of one or more elements in M. We define the physical set of mesh faces as

fh:{F:F<ﬁ):ﬁ€ﬁh}
and we define the boundary mesh to be

Iy, ={FeF,: : FcCo}.

9



By construction,

89 = UFGFhF-

Note that for each face ' € 'y, there is a unique K € K;, such that F'is a “face” of
K (in the sense that F' is the image of a face of @, the pre-image of K). We hence
define for such a face the mesh size

hF = hK.

One may also define hp to be the wall-normal mesh-size as is done in [3]. Such a
definition is more appropriate when stretched meshes are utilized in the presence of
layers.

Throughout the paper, we will utilize the terminology “a constant independent
of h”. When we employ such terminology, we simply indicate that the constant
will not depend on the given mesh and, in particular, its size. The constant may,
however, depend on the domain, the shape regularity of the parametric mesh family,
the polynomial degree and smoothness of the employed B-spline spaces, and global,
mesh-invariant measures of the parametric mapping.

5 Discretization of Velocity and Pressure Fields

In this section, we define the B-spline spaces which we will utilize to discretize the
velocity and pressure fields appearing in the steady Navier-Stokes problem. These
spaces are motivated by the recent theory of isogeometric discrete differential forms
9, 10] and may be interpreted as smooth generalizations of Raviart-Thomas elements
[32].  We first define our discrete velocity and pressure spaces on the parametric
domain Q = (0,1)% and then define discrete spaces on the physical domain €2 using
divergence- and integral-preserving transformations. We finish this section with a
presentation of local approximation estimates and trace inequalities for our discrete
velocity and pressure spaces. For a more in-depth discussion of the discrete velocity
and pressure spaces used in this paper, see Section 5 of [19].

5.1 Discrete Spaces on the Parametric Domain

Using the notation of the previous section and assuming that
a:=min{|ay|: 1 =1,...,d} > 1,

we define the following two spaces:

k1,k2—1 k1—1,k :
D = Senan—1 X St 1o if d =2,
h -— k1,ko—1,ks—1 k1—1,ko,k3—1 k1—1,ka—1,k3 : _
XS X itd=3
ay,0—1,a3—1 al1—1,a2,03—1 a1—l,ax—1,a3 -

10



gLkl if d =2,

a;—1,as—1

Qp = { Ghi—LkaLks—1 g o

a1—1l,ar—1,a3—1

The space 1711 comprises our set of discrete velocity fields while @h comprises our
set of discrete pressure fields. Note that as o > 1, our discrete velocity fields are
H'-conforming. If we allow oo = 0, our spaces collapse to standard Raviart-Thomas
mixed finite elements [32]. In order to deal with no-penetration boundary conditions,
we make use of the following constrained discrete spaces:

170,;1::{i/\hel/}h:GMﬁ:Oonaﬁ},

Qo = {Z]\h € Q: /ffhdﬁ = 0} -
o

Above, n denotes the outward-facing normal to 9. As specified in the introduction,
we choose to enforce no-slip boundary conditions weakly usmg Nitsche’s method [30].

Due to the special relationship given by (18), the spaces VO » and QO n along with the
parametric divergence operator form the bounded discrete cochain complex

div
VO h ? QO h

where div is the divergence operator on the unit cube Q. In fact, we have a much
stronger result due to the results of [9].

Proposition 5.1. There exist L?-stable projection operators ﬁ% : Hg((T'R/; ﬁ) — )707;1
h
and Hoéh : L2(Q) — Qo such that the following diagram commutes:

Hy(div; )~ LQ@
%, | j (28)
170,}1 d—TV> @o,h-
Furthermore, there exists a positive constant éu independent of h such that

1T ¥l @y < Cull¥le@), Y9 € Ho(divi Q) N H'(Q). (29)

5.2 Discrete Spaces on the Physical Domain

To define our discrete velocity and pressure spaces on the physical domain, we intro-
duce the following pullback operators:

t(v) = det (DF)(DF) ' (voF), ve Hy(div;Q) (30)
w(q) = det (DF)(qoF), q € Lg(Q) (31)

11



where DF is the Jacobian matrix of the parametric mapping F. The push-forward
given by (30), popularly known as the Piola transform, has two important properties:
(i) it preserves the nullity of normal components, (ii) it maps divergences to diver-
gences. On the other hand, the push-forward given by (31) has the property that it
preserves the nullity of the integral operator. Due to these properties, we have the
following commuting diagram:
Ho(div; Q) — L3(Q)
T T (32)

Ho(div; Q) —2 L2(Q).

This motivates the use of the following discrete velocity and pressure spaces in the
physical domain:

Vo 1= {V € Hy(div; Q) : 1, (v) € ]70,;1} ,
Qop = {q € LS(Q) (q) € @o,h}.

Furthermore, we define the projectors II, : Ho(div; Q) — Vo, and 113, L*(Q) —
Qo 5 via the compositions

0

O Ly.
n p

0 . —-1,170 0 ._ —1.1]
g, =1, oH@h Oty, g, =1, oll

Employing the preceding results and terminology as well as the smoothness properties
of the parametric mapping F, we arrive at the following proposition.

Proposition 5.2. The following diagram commutes:
Ho(div; Q) —2% 12(Q)
m, | o, | (33)
Vo T Q.

Furthermore, there exists a positive constant C,, independent of h such that

||H?,hv||H1(Q) < Cullvllaiq), Vv € Ho(div;Q) N H'(Q). (34)

We immediately have an inf-sup condition for our discrete velocity/pressure pair.

Proposition 5.3. There exists a positive constantﬁo independent of h such that the
following holds: for every q, € Qo p, there exists a vy, € Vo, such that:

divvy, = gy (35)

12



and

Vil < 87 anllz2 ). (36)
Hence,
divvy,
inf  sup (divva Qh>L2(Q) > (37)
2 €Q0.h v, €V ||Vh||H1(Q)||qh”L2(Q)

an7#0

Proof. See the proof of Proposition 5.3 in [19]. O
We also have the following result.

Proposition 5.4. If v, € V,;, satisfies

(divva, qn)r2) =0, Vau € Qops (38)
then divvy, = 0.
Proof. The proof holds trivially as div maps Vy;, onto Qg . n

Hence, by choosing Vy; and Qg as discrete velocity and pressure spaces, we
arrive at a discretization that automatically returns velocity fields that are pointwise
divergence-free.

5.3 Approximation Results and Trace Inequalities

Let us define
k'= min |k —1|. 39
Jin [k — 1] (39)
Note that the discrete velocity and pressure spaces Vy;, and Qg consist of mapped
piecewise polynomials which are complete up to degree k’. Hence, k' may be thought
of as the polynomial degree of our discretization technique. The following result
details the local approximation properties of our discrete spaces. Its proof may be
found in [9].

Proposition 5.5. Let K € K, and K denote the support extension of K. For
0<j<s<k +1, we have

V= T, Vs ey < Chi? [Vl i), Vv € H*(K) N Ho(div; ©) (40)
g — HOQh qlmix) < Ch;(_]HqHHS(f()? Vg € H*(K)N L(Q) (41)

where C' denotes a positive constant, possibly different at each appearance, independent
of h.

13



Hence, our discrete spaces deliver optimal rates of convergence from an approxi-
mation point of view. We will also need the following trace estimate in our ensuing
mathematical analysis. Its proof can be found in [16].

Proposition 5.6. Let K € K;, and Q = F~'(K). Then we have
1 (Vovi) 2200 < Crracehi [Vl m ) Vv, € Vo (42)

where Cyrqce denotes a positive constant independent of h.

In [18], it was shown that Proposition 5.6 holds for B-splines and parametric finite
elements with Cyqee ~ (K )2. However, our numerical experience has indicated that
a corresponding global trace inequality holds with Cj.qe. ~ k' if B-splines of maximal
continuity are utilized. This allows us to select a smaller penalty parameter when
employing Nitsche’s method. As we will see in the next section, our convergence
estimates scale inversely with the square root of Nitsche’s penalty parameter. Hence,
we want to select Nitsche’s penalty parameter as small as possible.

6 The Discretized Problem

In this section, we approximate the homogeneous steady Navier-Stokes problem using
the discrete velocity and pressure spaces introduced in the previous section. We prove
continuity, stability, and a priori estimates for our discretization scheme in the single
patch setting under a smallness condition, and we explicitly track all of our estimates’
dependencies on the viscosity and Nitsche’s penalty parameter.

6.1 Variational Formulation

We begin this section by presenting a discrete variational formulation for the steady
Navier-Stokes problem. Since members of V;;, do not satisfy homogeneous tangential
Dirichlet boundary conditions, we resort to Nitsche’s method to weakly enforce no-slip
boundary conditions. Defining the bilinear form

Fn(w,v) = k(w,v) = > /Fzy (((vsv) n)-w+ (V'w)n) - v — Py v) ds

h
Fel'y, F

(43)
where C)pe, > 1 is a chosen positive penalty constant, our discrete formulation is
written as follows.

Find uj, € Vo, and pj, € Qo such that
(G) kn(an, vi) 4 c(up, wp; vi) = 0(pn, vi) + b(gn, un) = (£,vi)p2q)  (44)

for all Vp € VO,h; qn € Qo,h-

We have the following lemma detailing the consistency of our numerical method.
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Lemma 6.1. Suppose that (u,p) is a solution of (W) satisfying the regularity con-
dition u € H***(Q) for some € > 0. Then:

kn(u, vi) + c(u, u;vy) — b(p, vi) + b(gn, u) = (£, Vh>L2(Q) (45)

for all vy, € Vo, and g, € Qo p-

Proof. We trivially have
b(Qha u) = 07 VQh € QO,h-

Now let v, € Vo5 By the Sobolev trace theorem, the assumption u € H¥?7¢(Q)
guarantees that (Vu)n is well-defined along 99 and (V*u)n € (L?(92))?. Hence,
the quantity kj(u, vy) is well-defined. Utilizing integration by parts and the fact that
u satisfies homogeneous Dirichlet boundary conditions and vy, satisfies homogeneous
normal Dirichlet boundary conditions, we have

kn(u,vy) + c(a,u;vy) = b(p, vi) = /Q (V- (u®u) = V- (2vV°u) + gradp) - v,

_/f-Vh
9]
= (f, Vh)LQ(Q)'

This completes the proof of the lemma. n

We have the following relationship between the exact solution and a numerical
solution.

Corollary 6.1. Let (up,pp) denote a solution of (G), and let (u,p) denote a solution
of (W) satisfying the regularity condition u € H¥**¢(Q) for some ¢ > 0. Then:

kh(“ — Up, Vh) + C(ua u, Vh) - C(uha up, Vh)
—b(p — ph, Vi) + b(gn,u —uy) =0 (46)

for all vi, € Vo, and qn, € Qo p.
Finally, by Proposition 5.4, we have the following lemma.
Lemma 6.2. Let (uy,pp) denote a solution of (G). Then:

divu, =0 (47)
Weak imposition of no-slip boundary conditions allows our methodology to default
automatically to a compatible discretization of Euler flow in the setting of vanishing

viscosity. Moreover, for large Reynolds number flows, there is a sharp boundary layer
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in the vicinity of walls. Utilzing Nitsche’s method allows us to account for these layers
in a stable and consistent manner without having to directly resolve them [2, 3, 4]. In
fact, Nitsche’s method can be interpreted as a variationally consistent wall model. To
better see this interpretation, let us formally rewrite our discrete variational equations
as

/ T: Vivpdx — Z / Q- vids + c(up, un; vi) — b(pa, vi) + b(qn, un) = (£, Vi) 12
& Fer, 7’ F

(48)
where T is a symmetric tensor satisfying

/ T: Wdx = / 2vViuy, : Wdx — Z / 2vuy, - (Wn) ds
0 Q F

Fely

= / 2vuy, - divWdx  (in the sense of distributions) (49)
Q

for symmetric tensors W with well-defined normal trace and QQ a vector satisfying

Q=2 <<VSuh> n - G uh) | (50)

Above, T is a weakly defined viscous stress tensor and Q is the resultant viscous
boundary traction vector. In the event that the no-slip boundary condition is met
exactly, we recover T = 2vV°u;, and Q = 2v (V®uy,)n. Otherwise, the definitions
of T and Q are changed accordingly. The tangential component of Q given by (50),
denoted Q4ng, and calculated as

Qiang = Q= (Q 1), (51)

is the effective wall shear stress vector.

As the discrete velocity field satisfies the no-penetration boundary condition strongly,
the vector Q is equal to the discrete shear stress 2v (V°uy) n plus an additional wall
shear stress term Q7 in the direction tangent to the wall. Specifically, we have

up
QF = 52)
o]

where
o 20Cplw

h

For under-resolved flow simulations, the magnitude of (V*u;) n in the direction tan-
gent to the wall is relatively small and, as such, the tangential component of Q is
dominated by QT. In this sense, Q1 becomes a model for the wall shear stress. As
the mesh is refined and the flow is resolved, Q* — 0. The above interpretation allows

(53)
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us to design physically motivated penalty values for Nitsche’s penalty parameter. No-
tably, u* may be interpreted as the friction velocity. By specifying the value of u*
using Spalding’s law of the wall [36], we recover a standard wall model for under-
resolved flow simulations. For more on this approach, see Section 3 of [3]. We recall,
however, that the numerically inspired (53) produced results of the same quality as
the u* given by Spalding’s physically inspired law of the wall.

Remark 6.1. If we wish to impose non-homogeneous tangential Dirichlet (e.g., pre-
scribed slip) boundary conditions, we must add the following expression to the right
hand side of our discrete formulation:

AOEDS / 2;/( v,)n) - uBC+Ch—FuBC vh) ds (54)

Fel'y,

where upe is a prescribed vector function defined on 0. If we also wish to impose
non-homogeneous normal Dirichlet (e.g., prescribed penetration) boundary conditions,
we must impose these strongly and add the following expression to the left hand side
of our discrete formulation:

CUw(uh,Vh Z/ upc - n)+uh VhdS (55)

Fely,

and the following expression to the right hand side of our discrete formulation:

fow (va) Z / Upc - n)_upc - Vpds (56)
FEF;,
where
| upe-n ifupec-n>0
(upc - n), = { 0 otherwise
and .
_ J upe'n ifupe-n<0
(upc-n)_ = { 0 otherwise.

These additional terms correspond to upwinding.

6.2 Well-Posedness for Small Data

We now prove that our discrete formulation is well-posed under a smallness condition.
Our method of proof mimics that of the continuous problem (see Theorem 10.1.1 of
[22]). To begin, let us define the following mesh-dependent norm:

IVIIE = Vo) + D Al (V) 0l + Y = Coen, IVIIz2 (57)

Fely, Fely,
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We will also denote
f}(),h = {Vh € VD,h : diVVh = O} = {Vh c V07h : b(qh,vh) = 0, th S QO,h} .

To proceed, we need to call upon stability and continuity results that were proven in
[19] for divergence-conforming B-spline discretizations of the Darcy-Stokes-Brinkman
equations. These results hinge upon two assumptions regarding the size of Cp.,. First,
in light of Proposition 5.6, we assume that

| (Vivy) n”%m(aK))d

Cpen > 4hKCIQDOmCKm~n , VK € ’Ch, vy € VO,h (58)

HVhHiIl(K)

where Cp,;,, is the Poincaré constant appearing in (10) and Ci,p., is the positive
constant associated with the following Korn’s inequality [6]:

Wi @) < Crorn (”VSW”%LQ(Q)WW + |8Q|_1/(d_1)”W”%L?(QQ))d) , Ywe H'(Q).

Second, we assume that

Chen > 4ho|0Q) /@7 (59)

where hy is the mesh size of the coarsest mesh Ky and |0€2| denotes the length of OS2 for
d = 2 and the area of 9€) for d = 3. This second assumption is necessary as rotation
modes carry zero energy. Hence, weak boundary conditions are needed to control these
modes in rotationally symmetric (or near rotationally symmetric) configurations. As
such configurations are of significant engineering interest, we believe that any analysis
results should cover these situations. Note that a constant C., satisfying the above
assumption need not depend on h or v. Rather, it only needs to depend on the
size of the domain, the polynomial degree and smoothness of the discretization, the
parametric shape regularity, and global, mesh-invariant measures of the parametric

mapping.
Corollary 6.2. Assume (58) and (59) are satisfied. Then we have

kn(w,v) < 20ConllwlnlViin, YW, v € Vou @ (Hg(Q) N H3/2+€(Q)) (60)
b(p,v) < Ipll2@llvIln Vp € Li(Q),v € Vo, @ (Hé(Q) N H3/2+e(Q))

(61)

kh(whawh) Z QVCcoercHWhH%u \V/Wh S f}O,h (62)

where € > 0 is an arbitrary positive number and Cepny and Cipere are positive constants
which are independent of h, v, Cpepn, and €. Furthermore, we have

di 5
inf sup (div v, ) > f. (63)
an€Q0,n:an70 vy, eV 1, ||Vh||V(h)||Qh||Q

where B is a positive constant independent of h and v which asymptotically scales
inversely with the square root of Chpep,.
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We will also need the following two lemmas. The first lemma gives a Lipschitz
continuity result for the trilinear form ¢(-, ;). This result hinges upon Sobolev em-
beddings which exist because our domain is Lipschitz. The second lemma gives a
semi-coercivity result for the trilinear form c(-, -; ).

Lemma 6.3. There exists a constant Cy only dependent on €} such that
c(wi,%;v) — c(wp,X;v) < Co|lwi — Wal g )| X[ o) | VIaL (@) (64)
for all wy, wy,x,v € H'(Q) N Hy(div; Q).

Proof. Let wyi, wo,x,v € H'(Q) N Hy(div; Q) be arbitrary. Note that since 9 is
Lipschitz, we have the continuous embedding

HY(Q) — L*(Q).
By linearity and the Cauchy-Schwarz inequality, we can then write

(W1, X; V) — c(Wg,X; v) = — (W1 — W) ® X, vv)(LQ(Q))dXd
< |lw1 = wallpaq) XL Vi 22 ()yaxa

Let Cepnpeq denote the positive embedding constant dependent only on the domain €2
such that

HYHL‘*(Q) < CEMbedHy”Hl(Q), Vy € HI(Q)

Then we have
(w1, X:V) — oW, 3:V) < Cpallwy — Wollus o [l |99 g2y

The lemma follows with Co = CZ ,.,Cr; where Cpy, is the Poincaré constant ap-

pearing in (10). O

Lemma 6.4. Suppose w,v € H'(Q) N Hy(div; Q) such that divw = 0. Then

c(w,v;v) =0. (65)

Proof. We write
c(w,v;v) = —/ (W®v): Vvdx.
Q
Since divw = 0, we have
1
c(w,v;v) = ——/ div (w|v]?) dx.
2 Jao
The lemma is then simply a result of the divergence theorem. O
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With Corollary 6.2 and Lemmata 6.3 and 6.4, we can prove the following propo-
sition which gives the well-posedness of the linearized Oseen problem.

Proposition 6.1. Let w € H'(Q) N Ho(div; Q) such that divw = 0, and assume
(58) and (59) are satisfied. Then the following problem has a unique solution: find
(Xp,7n) € Vo X Qop such that

kn(xp, vi) + c(W,Xn; Vi) = b(ra, Vi) 4 b(qn, i) = (£, Vi) 12(q) (66)

for all vy, € Vo, qn € Qo . Furthermore, the unique solution of the linearized Oseen
problem satisfies divxy, = 0 and the bound
CPoin
[[xnl[n < m”ﬂ\mm (67)
where Cpein is the Poincaré constant appearing in (10) and Cipere is the coercivity
constant appearing in Corollary 6.2.

Proof. Existence and uniqueness are a direct result of Brezzi’s theorem, Corollary 6.2,
and Lemmata 6.3 and 6.4. Since divVy ) = Qpn, we automatically have divx, = 0.
To prove the a priori bound, we write using (66) and the coercivity of ky(-,-)

Ixa 7 < kn(Xp,Xn)

1
=0l ((f, Xn)r2() — C(W, Xn; Xp) — b(rn, x1)) -
Using Lemma 6.4 to set ¢(w,xp;x;,) = 0 and divx, = 0 to set b(ry,x;,) = 0, we can
complete the proof:

2 € ———
Peallis < 55—

1
< MHf”LQ(Q)Hxh”LQ(Q)

C(Poi'n
< m”f\!v(nﬂxh\ﬂl(m-

(f, Xh)L?(Q)

]

We are now ready to establish well-posedness results for the full Navier-Stokes
problem. To do so, we will attempt to obtain the solution to the discrete Navier-Stokes
problem through the iterative solution of a sequence of Oseen problems. Notably,
given uy € )o/gﬁ, we seek the limit of the following iterative solution process: for
1=1,2,3,... find (ui,pi) € V(),h X Q07h such that

(i, vi) + (i1, wis vi) = b(pi, vi) + b(gn, wi) = (£, vi) 12 (68)
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for all v, € Vou, gn € Qo Well-posedness hinges upon the convergence of this
iterative solution process, and convergence of this process is further contingent upon
a small data constraint.

Theorem 6.1. Assume (58) and (59) are satisfied, and further assume that

C(()CfPoin
(2v)2C?

coerc

1fllr2) <1 (69)

where Cy is the continuity constant appearing in Lemma 6.3, Cpyy is the Poincaré
constant appearing in (10), and Cypere 18 the coercivity constant appearing in Corollary
6.2. Then Problem (G) has a unique solution (up,pn) € Vo X Qon. Furthermore,
the unique solution satisfies

C(Poin
[unln < W“f||L2(Q) (70)
S C10 C’Poin Ocont
”ph||L2(Q) <p ' <(21/)2C2 + C + 1) CPOian”LQ(Q) (71)

where B and Copny are the inf-sup and continuity constants appearing in Corollary
6.2.

Proof. Begin by defining S : ]0207;1 — fio,h to be the nonlinear operator which returns
the divergence-free velocity solution of (66) given a divergence-free velocity field wy, €
Vo.n- Note that by Proposition 6.1

CPoin
1S (wa)[n < WHfHL?(Qy

Therefore, the nonlinear operator S maps f)M into

C(Poin

By, = {Wh € Vo : [[walln < m”fﬂv(m} :

Now, let wi,wy € f/o,h and w; = S(wy), Wy = S(wy). By using the coercivity of
kn(-,-) given by Corollary 6.2 we have

20Cperc|[W1 — Wall, < kn(W1 — Wa, Wi — W), (72)
By (66), we have
kn(Wi, W1 — Wa) = —c(Wi, Wi, W1 — W) + (£, W1 — Wa)12(q)
and
kon(Wa, Wi — Wa) = —c(Wa, Wa, W1 — Wa) + (£, W1 — Wa) 120
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since div (w; —Wwy) = 0. Hence,

20C cpere || W1 — Wa|n < c(Wo, Wa, Wi — Wa) — (W1, Wy, W) — Wy)
= —c(Wg, W — Wo, W — Wa)

+ c(Wo, W1, Wy — Wa) — (W1, Wi, W) — Wa).

By the continuity and coercivity properties given in Lemmata 6.3 and 6.4, we can
write

20C oere||[ W1 —W2||% < Collwa — Wi |n||Wi|n]|W1 — Wal|p.
Since Wi € By,, we thus have
W1 — Wal[n < pllwa — wiln

where p is precisely
COCPO’L"I’L
= (2V)202 “f”LQ(Q)

coerc
By assumption u < 1, and we therefore have proved S is a contractive map. By the
Banach fixed point theorem, the nonlinear problem

u, = S(uh)

has a unique solution which lies in B), and is precisely the discrete velocity solution
(now proven unique) of Problem (G). Given uy, uniqueness of the discrete pressure
solution py, is a direct result of the inf-sup condition.

We now prove the stability bounds. The bound for uy, is straight-forward since
uy, € By,. To prove the bound for py, we utilize the inf-sup condition, the continuity
of kp(-,-), the continuity of ¢(-,-; ), and Poincaré’s inequality:

- b(on. v
BthHL2(Q) < sup M
thVO’h thHh

— (£, vi)r2 ) + En(an, vi) + c(un, up; vi,)

= Su
Vhevpo,h ||Vh||h

1£ll2 () IValliz @) + 20 Coeontlanllnllvalln + Collunll7 ]I valln
vREV,h ”VhHh

CroinlIfllL2 @ IVilln + 20Ceont [unllallValln + Collunll; [ valln

<

<
N vrE€Vo,h ”VhHh

The result then follows by invoking the bound for uy,. O]
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To the best of our knowledge, the above theorem is the first of its kind for H!
quadrilateral- and hexahedral-based spline finite element discretizations written in
divergence-form. Such a result also hypothetically exists for Scott-Vogelius discretiza-
tions on tetrahedra [41], but these discretizations are limited to an extremely restric-
tive class of macro-element meshes. Well-posedness gives us the confidence that, at
the very least, our formulation gives a unique solution under a smallness condition
not unlike that for the continuous problem. In the next section, we will show that
our discrete solution converges to the exact solution under a slightly more restrictive
smallness condition.

It is interesting to note that the proof of Theorem 6.1 guarantees that the fixed
point iteration given by (68) converges to the exact solution for any initial divergence-
free velocity field. Furthermore, the iterates exhibit the linear convergence rate

(W1 — wpl[n < g fluy —ug|n

for o
0%“ Poin
= (QV)Q—CQHfHL?(Q) <L

coerc

This fixed-point scheme can be accelerated using a Newton-Raphson procedure.

6.3 A Priori Error Estimates for Small Data

We are now ready to show that our discrete solution fields converge to the exact
solution fields under smallness and regularity conditions. Our method of proof largely
mimics that of Theorem 4.8 in [11] for the two-dimensional Navier-Stokes equations.
However, our proof is more straight-forward, primarily due to four facts: (1) we
employ natively divergence-free discretizations, (2) we employ smooth approximation
spaces, (3) we have a simpler treatment of the convection operator, and (4) we do
not include stress as an auxiliary variable.

Our first error estimate reads as follows. Note that it is explicit in the mesh-size
h, the diffusivity v, and the penalty parameter C.y,.

Theorem 6.2. Assume (58) and (59) are satisfied, and further assume that

C’OC(Poin CQCPoin C’OC(Poin
s { Cron CoCrin Cn L gy < (73)

coerc

where Cy is the continuity constant appearing in Lemma 6.3, Cpyy is the Poincaré
constant appearing in (10), Cq is the domain-dependent constant appearing in The-
orem 3.1, and Cepere 1S the coercivity constant appearing in Corollary 6.2. Let (u,p)
and (up,pp) denote the solutions of Problems (W) and (G) respectively. Under the
assumption that u € H3/2+E(Q) for some € > 0, we have

[u—wlln < (1+2k7) inf [lu—wvuls (74)

vh€Vo,n

23



and

1 K
— <|1+= inf — + =[lu—u 75
=l < (1+5) inf o= ol + 5wl ()
where
1 CoC oin
k= 2VCcont + (1 + 20 ) : VP Hf||L2(Q) <2v (Ccont + 2062061”0 + CCOeTC) ’ (76>
1

and B and Coopny are the inf-sup and continuity constants appearing in Corollary 6.2.

Proof. We begin by proving the estimate for the velocity error. Let v, € f)o,h such
that divvy, = 0. By the coercivity of ky(-,-) over Vy 5, we have

20C coere ||V — Wi} < (v — wp, vi, — wp).

By the consistency given by Corollary 6.1 and the divergence-free condition div (v, —
uy) = 0, we have

kh(Vh — Up, Vp — uh) = kh(Vh —u, vy — uh)

— C(Ll7 u, vy — uh) -+ c(uh, Up, Vp — Llh).
Then, by using the continuity of kj(-,-), we can write

2VC’coerc”Vh - uh”% S kh("h —u,vp — uh)
—c(u,w; vy, —up) + c(up, up; vy, — uy)
S QVCcontHVh —u||h||vh —uh||h+T (78)

where
T = —c(u7 u; vy — uh) + C(uh, Up; Vi — uh)'

We now utilize a splitting. Let us decompose

T=T1+To+T5+Ty (79)
where
Ty = —c(Vp,u; vy, — up) + c(up, u; vy, — uy)
Ty = —c(up, vi, — up; vy, — up)

T3 = c(vp,u; vy, —uy) — c(u,u; vy, — uy)

Ty = c(up, vy, — u; vy, — up).
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By Lemma 6.3, we can write

Ty < Colulggyllvi — s}
T3 < Colulg o l[vi — nllnllve — ul[n

Ty < Collunllallvi — wnllallve — uln
and by Lemma 6.4, we have
T, =0. (80)

Theorems 3.1 and 6.1 immediately give the bounds

C(061P in

T < TmeHLQ(Q)HVh — w3 (81)
COCPoin

Ty < —|fllL2o v — wnllnllvi —ulln (82)
C(061P in

Ty < mnfhﬂv(m Vi, — unllnllva —ulln (83)

Substituting (79), (80), (81), (82), and (83) into (78), we obtain
(1 =) [[vi = wslln < wy[[va —ulfn

where

@ = ],
202Cpere
B 1
T Wl
and ere
= 20l + (1 n 20m> OCroi 20,

By assumption, o < 1/2 and hence
Vi —anlln < 267[[vie — s
To finish the proof for the velocity error, we perform a sum decomposition as follows:

[u—upl[n < inf (lu—vplln+ Vi —anln)
vh€Vo,n

< (14 2ky) inf |Ju— v
vih€Vo,n
We now proceed to the estimate for the pressure error. Let g, € Qpy. By the
inf-sup condition, we have

b(Qh — DPh, Vh)
sup —————

. (s4)
BVhEVO,h ||Vh||h

llan — prllr2) <
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By the consistency given by Corollary 6.1, we have, for any v, € Vo,

b(qn — pn, Vi) = b(qn — 0, Vi) + kn(u —ap, vp)
+ c(u,w; vy) — c(up, up; vp)
=b(qn — p, Vi) + kn(a —up, vp)
+ c(u,u — uy; vy) + c(u — up, up; vy).

Our continuity estimates from Corollary 6.2 and Lemma 6.3 then give the bound

b(qn — P vi) <
(llgn — pllz2@) + (20Ceont + Co (Julgr ) + luslln)) llu—wplln) [Valls-

Theorems 3.1 and 6.1 give
20Ccont + Co (|u|H1(Q) + ||uh||h) < K,
SO we can write
b(qn — ph, Vi) < (HQh —pllz2@) + Kllu — uh”h) Vhlla-

Substituting the above expression into (84), we acquire the estimate
1 K
lan — prllr2@) < EHQh —pllz2@) + EHU — wyl[n

To finish the proof for the pressure error, we again perform a sum decomposition as
follows:

1P —pullrzey < inf ([lp— anllrz@) + llan — pullz2())
qn€Q0,n

1 . K
< 1+E inf ||p_Qh||L2(Q)+EHu_uhHh'

an€Qo,n

]

Our next error estimate gives us a priori convergence estimates that are optimal

for the discrete velocity field and suboptimal, by one order, for the discrete pressure
field.

Theorem 6.3. Let the assumptions of Theorem 6.2 hold true. Furthermore, let (u,p)
and (ay,pn) denote the solutions of Problems (W) and (G), respectively. Under the
assumption that u € H'T(Q) and p € H(Q) for some j > 1/2, we have

[u = unfln < Cu (1+ 267) A[Jul[ger1 o) (85)
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and

1 K
Ip = pullzzey < G (1 ; E) el + 5wl (36)

for s = min{k’, j} where k is defined by (76), v is defined by (77), [ is the discrete inf-
sup constant, Cy is a positive constant independent of h and v which asymptotically
scales with the square root of Cpepn, and C,, is a positive constant independent of h, v,

and Chpep,.

Proof. We first prove (85). Recall the error estimate given by (74):

lu—uullp < (142k7) inf |lu— vyl

VhEV(),h

Noting div H%h u= HOQh divu = 0, we can choose v, = H?,h u in the above expression
to obtain

Hu_uh“h S CVco V T1+T2+T3 (87)

where we have assigned C,, = (1 + 2x7v) and

T = Ju— Iy, uffp g (88)
;= Z hel| (Vs (u - H?/h u)) nH(2L2(F))d (89)
Fel'y,
Fel'y,

To handle the face integral in (89), we recruit the multiplicative trace inequality
for fractional Sobolev spaces [38] and Young’s inequality element-wise to obtain the

bound

> hpl (VP (u =109, w)) |tz e <

FEF}L

2 2
(Ctrc,l) § <’11 - Hg)/huﬁ-ll(l() + hlg‘u o H%hu|%‘1q+1(9)>
KeKy,

where 1/2 < ¢ < s and Cy,1 is a positive constant independent of h, v, and Cpe,. To
handle the face integral in (90), we recruit the standard continuous trace inequality
element-wise to obtain the bound

> Cpenhip = I, 0l 0 <

Fel'y,

2 _
(Ctrc,Q) Z (hKQHU - H(l))huHiQ(K) + |Ll - H?)huﬁ-ll(K))
Keky
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where Cl.2 is a positive constant independent of h and v which varies linearly with
the square root of Cp.,. It should be noted the two constants Cy,.1 and Cj,. 2 neces-
sarily depend on the shape regularity of the mesh family {Q}, <no and the parametric
mapping which together give the shape regularity of the mesh family {K},_, . See
[18] for more details. Inserting the above two inequalities into (87) and then applying
Proposition 5.5, we immediately acquire the bound

= I, ully < CuCloh®|ullg+1(q)

for C, a positive constant independent of A and v with the same functional depen-
dency on the penalty parameter as Ci .

The proof for (86) is much more immediate. Choosing ¢, = HOQh p in the error
estimate given by (75), one obtains

1 K
b — ull ey < (1 i 5) I = 1l + 5w (o1)

Inequality (86) follows by an application of Proposition 5.5 to bound the pressure
interpolation error. O

Again, to the best of our knowledge, Theorems 6.2 and 6.3 are the first of their
kind for H' quadrilateral- and hexahedral-based spline finite element discretizations
written in divergence-form. Note that we have obtained error estimates which are
optimal for the velocity field and suboptimal, by one order, for the pressure field
under a smallness condition not unlike that of the continuous problem. In Section
8, we will employ a selection of problems with known analytical solutions to confirm
our theoretical convergence rates. Our numerical results will suggest our derived
pressure error estimates may be conservative. The analysis presented here also covers
singular solutions typically encountered in practice. We also numerically study the
effectiveness of our method for a singular test problem, lid-driven cavity flow.

7 Extension to Multi-Patch Domains

As was mentioned previously, most geometries of scientific and engineering interest
cannot be represented by a single patch. Instead, the multi-patch concept must be
invoked. We assume that there exist n, sufficiently smooth parametric mappings
F; : (0,1)¢ — R? such that the subdomains

leFfL(ﬁ),Z:l,,np

are non-overlapping and



Figure 1: Example multi-patch construction in R2.

We refer to each subdomain €; (and its pre-image) as a patch. For a visual depiction
of a multi-patch construction in R?, see Figure 1. We build discrete velocity and
pressure spaces over each patch €;, ¢ = 1,...,n, in the same manner as in the
previous sections except that we do not yet enforce boundary conditions, and we
denote these spaces as V;(€);) and Qp(€2;).

To proceed further, we must make some assumptions. First of all, we assume that
if two disjoint patches €2; and €; have the property that 0€2; N 0§ # 0, then this
intersection consists strictly of patch faces, edges, and corners. More succinctly, two
patches cannot intersect along an isolated portion of a face (or edge) interior. Second,
we assume that the mappings {F;}.?, are compatible in the following sense: if two
patches €2; and (2; share a face, then F; and F; parametrize that face identically up
to changes in orientation. Third, we assume that if two patches €2; and €2; share a
face, the B-spline meshes associated with the patches are identical along that face.
This guarantees our mesh is conforming. Finally, we assume for simplicity that ky =
... = kg = k* for all patches. The mixed polynomial degree case introduces additional
complications that are beyond the scope of this work. We would like to note that all
four assumptions hold if we employ a conforming NURBS multi-patch construction.
See, for example, Chapter 2 of [13].
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We define our global discrete velocity and pressure spaces as follows:

Vo :={vn € Ho (div; Q) : vilo, € Vi(%), Vi=1,...,n,}, (92)
Qo= {an € L§ (Q) : qulo, € Qn(), Vi=1,...,n,}. (93)

The space V), is easily constructed due to our preceding four assumptions and use
of open knot vectors. Specifically, we set to zero the coefficient of any basis function
whose normal component is nonzero along 02, and along shared faces between patches
we (i) equivalence the coefficients of any basis functions whose normal components
are nonzero and equal in magnitude and direction and (ii) set the coefficient of one to
minus the coefficient of another for any basis functions whose normal components are
nonzero, equal in magnitude, and opposite in direction. We note that this is precisely
the same procedure as is used to construct Raviart-Thomas spaces on conforming
finite element meshes. We simply have patches instead of elements. It is easily shown
that the spaces Vy, and Qy p, along with the divergence operator, form the bounded
discrete cochain complex

div
Vo,h E— Qo,h-

However, functions in V), do not necessarily lie in H'(f2) as tangential continuity
is not enforced across patch interfaces. Hence, we need to account for this lack
of continuity when designing a discretization scheme for the steady Navier-Stokes
equations. We weakly enforce tangential continuity between adjacent patches using
a combination of upwinding and the symmetric interior penalty method [1, 15, 39].

We now establish some preliminary notations. Let Cp,(€2;) and F5(€2;) denote the
sets of physical mesh elements and faces associated with patch €2;. We denote the
global set of mesh elements as K, and the global set of mesh faces as Fj,. As in the
single patch setting, we define the boundary mesh to be

Fh:{Fe]:h(Qi),i:1,...,np:FC8§2}, (94)
and we define the interface mesh to be
Iy, = {Fth(QZ),Z = 1,...,np - F GFh(QJ),’L#j and F ¢ Fh} (95)

For each face F' € Z;, belonging to the interface mesh, there exist two unique adjacent
elements K, K~ € K, such that F € 0K+ and F € 0K~. We define for such a face
the mesh size

1
hF = é(hKJf +hK7). (96)

Let ¢ be an arbitrary scalar-, vector-, or matrix-valued piecewise smooth function,
and let us denote by ¢1 and ¢~ the traces of ¢ on F as taken from within the interior
of K™ and K~ respectively. We define the mean value of ¢ at x € F as

(ot +07). (97)

N | —

fo} =
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Further, for a generic multiplication operator ®, we define the jump of pGn at x € F
as

[¢ ©n] := Ot Ongr +¢ Ong- (98)
where ny-/- denotes the outward facing normal on the boundary K/~ of element
K+/-.

With the above notation established, let us define the following bilinear form:

np

]{EZ(W7 V) = Z (QVVSW, VSV)(LQ(Qi))dXd

=1

-3 [ AV v enl + (Vwh s [ven])ds

+§h/2v (QCP“’”[[ ®n]: [[v@nﬂ) ds
_P;/n( (V*v)n) - w ((vsw)n)-v—ChL;"w.v> ds.  (99)

Above, Cpe, > 0 denotes the same positive penalty constant as before. We note that
the above bilinear form is coercive. Now, for {2; an arbitrary patch, let n; denote the
outward-facing normal with respect to 0€2;. We define the upwind form

Tp

cp(w,x;v) = Z —(woex, VV)(L?(Qi))dxd

1
—1—2/ (W-n; + |w-n;|)u-vds

Py sa00 2
'p

1
+ / (W-n; — |w-n;)u®- vds
ZZI: 69\092

for w,x,v € Hy(div;2) where u® is the trace of u taken from the exterior of €2;. We
would like to remark that the above form is nonlinear in w. Furthermore, the form
satisfies the semi-coercivity result ¢} (w,v;v) > 0, and ¢} (w,x;v) = 0 for constant
vector-valued functions v : Q — R?. Hence, the upwind form is conservative.

With all the preceding terminology defined, our discrete multi-patch formulation
reads as follows.

( Find u;, € Vy, and p, € Qg such that

K (wp, vi) + " (up, un; vi) = b(pr, Vi) + b(gn, un) = (£, va) 12

(MP) (100)

L for all vy, € VO,h and qn € Qo,h.
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As in the single patch setting, the discrete formulation detailed above returns a point-
wise divergence-free velocity field. Furthermore, the discrete formulation is consistent.
However, we do not yet have a convergence analysis available. We anticipate such a
convergence analysis will take new theoretical developments. Nonetheless, we have
utilized the above formulation in practice and observed it produces optimal conver-
gence rates for both velocity and pressure fields.

8 Numerical Verification of Convergence Estimates

In this section, we numerically verify our convergence estimates using a collection of
problems with exact solutions. Throughout, we choose Nitsche’s penalty constant as

Cpen = (K + 1)

which we have found to be sufficiently large in order to ensure numerical stability.
Additionally, we employ uniform parametric meshes, linear parametric mappings, and
B-spline spaces of maximal continuity.

8.1 Two-dimensional Manufactured Solution

As a first numerical experiment, we consider a two-dimensional manufactured vortex
solution that was originally presented in [8]. Let

Q=(0,1)
and
f=V-(u®u) -V-(2vVa)+ Vp
with
q— 2e7(—1+ x)’2?(y* — y)(—1+ 2y)
(e (=14 2)a(=2+ 23+ 2))(-1+y)*?)
and

p = (=424 + 156e + (y* — y)(—456 + e*(456 + x2(228 — 5(y> — y))+
20(=228 4 (y* —y)) + 22° (=36 + (v — y)) + 2* (12 + (v* — 9)))))-

Homogeneous boundary conditions are applied along the boundary 052, and the condi-
tion fQ pdx = 0 is enforced. A solution to the steady Navier-Stokes problem with the
prescribed forcing is then clearly (u,p) = (u,p), and this solution is unique provided
a smallness condition is satisfied. The streamlines and pressure contours associated
with the solution are plotted in Figure 2.

To confirm our theoretically derived error estimates, we have computed conver-
gence rates for divergence-conforming B-spline discretizations of varying mesh size and
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Figure 2: Vortex manufactured solution in 2-D: (a) Flow velocity streamlines,

Pressure contours.
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Table 1: Steady vortex flow convergence rates in 2-D: Re =1

Polynomial degree k' =1

h 1/4 /8  1/16  1/32  1/64

|lu—uplln | 5.48e-2 2.80e-2 1.40e-2 7.00e-3 3.50e-3
order - 0.97 1.00 1.00 1.00

U —uplgi) | 5:48e-2 2.80e-2 1.40e-2 7.00e-3 3.50e-3
order - 0.97 1.00 1.00 1.00

|lu — uh||Lz(Q) 2.77e-3 8.16e-4 2.28e-4 6.10e-5 1.58e-5
order - 1.76 1.84 1.90 1.95

lp = pullre@) | 5.04e-3 1.38¢-3 3.49e-4 8.72e-5 2.18e-5
order - 1.87 1.98 2.00 2.00

Polynomial degree k' = 2

h 1/4 /8 1/16  1/32  1/64

[u—wl, |9.7le3 2.33¢3 5.68c4 140c4 3.48¢-5
order - 2.06 2.04 2.02 2.01

|lu — uh]Hl(Q) 9.70e-3 2.33e-3 5.68e-4 1.40e-4 3.48e-5
order - 2.06 2.04 2.02 2.01

|lu — uhHL2(Q) 2.94e-4 3.84e-5 5.03e-6 6.47e-7 &.21e-8
order - 2.94 2.93 2.96 2.98

lp— pall2@ | 1.08¢-3 1.12e-4 1.17e-5 1196 1.27¢-7
order - 3.40 3.26 3.30 3.23

Polynomial degree k' = 3

h /4  1/8  1/16  1/32  1/64

|lu —upll, | 9.86e-4 1.28¢-4 1.66e-5 2.13e-6 2.72e-7
order - 2.95 2.95 2.96 2.97

lu — uh]H1(Q) 9.83e-4 1.28e-4 1.65e-5 2.10e-6 2.66e-7
order - 2.94 2.96 2.97 2.98

||lu — uhHLz(Q) 3.05e-5  2.34e-6 1.59e-7 1.03e-8 6.55e-10
order - 3.70 3.88 3.95 3.98

0 = pulle2@) | 1.10e-4  5.64e-6 3.45e-7 2.19e-8  1.39e-9
order - 4.29 4.03 3.98 3.98
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Table 2: Robustness of 2-D divergence-free B-spline discretizations for increasing Re
Polynomial degree k' =1, h = 1/16

Re 0 1 10 100 1000 10000
|lu—uu|p | 1.40e-2 1.40e-2 1.40e-2 1.40e-2 1.40e-2 1.40e-2
lu — uh|H1(Q) 1.40e-2  1.40e-2 1.40e-2 1.40e-2 1.40e-2 1.40e-2
|lu — uhHL2(Q) 2.28e-4 2.28e-4 2.28e-4 2.28e-4 2.28e-4 2.28e-4
lp — pullze) | 349e-4 349e-4 1984 1.96e-4 1.96e-4 1.96e-4

Polynomial degree k' =2, h = 1/16

Re 0 1 10 100 1000 10000
[u—upll, | 5684 568c-4 5684 5.68e-4 5684 5.63e-4
[u— | | 5.68¢-4 5.68e-4 5.68¢-4 5.68e-4 5.680-4 5.68-4
[u— 2 | 5.03e-6 5.03e-6 5.03e-6 5.03e-6 5.03e-6 5.03-6
Ip—pullie@ | 1.17e-5 1.17e-5 6.50e-6 6.42e-4 6.42e-6  6.42¢-6

Polynomial degree k' =3, h = 1/16

Re 0 1 10 100 1000 10000
[u—uplln | L.66e-5 1.66e5 1.66e5 1.66e5 1.66e-5 1.66e5
lu — uh\H1(Q) 1.66e-5 1.66e-5 1.66e-5 1.66e-5 1.66e-5 1.66e-5
[u—unllp2 | 1.59e-7 1.59e-7 1.59e-7 1.59e-7 1.59e-7 1.59e-7
0 — prll2) | 3.45e-7 3.45e-7 3.19e-7 3.19e-7 3.19e-7 3.19e-7

Table 3: Instability of conservative 2-D Taylor-Hood discretizations for increasing Re

Q,/Q; velocity /pressure pair, h = 1/16

Re 0 1 10 100 1000 10000
lu — uh‘Hl(Q) 6.78e-4 6.78e-4 T.1le-4 2.26e-3 2.16e-2 2.16e-1
[u— w2 | 6.54e-6 6.54e-6 6.79¢-6 1.97e-5 1.86e-4 2.35e-3
0 = pulle) | 1.96e-4  1.96e-4 1.96e-4 1.96e-4 1.96e-4 1.96e-4
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polynomial degree. Furthermore, we have computed rates for a variety of Reynolds
numbers

UL

v

Re

where U is a velocity scale parameter and L is a length scale parameter. We take U =
1l and L = 1. In Table 1, we have plotted our numerically computed convergence rates
for Re = 1. First, note that our theoretically derived error estimates are confirmed.
Second, note that the L?-norm of the pressure error optimally converges like O(h¥+1),
which is an improvement over our theoretically derived estimate. Third, note that
the results in Table 1 are identical to the Stokes results appearing in Table 2 of [19].
Hence, the introduction of convection has not affected our numerical error.

While our theoretically derived error estimates only cover flows with “small”
Reynolds number (and indeed uniqueness is only guaranteed under a smallness condi-
tion), we have investigated the effectiveness of our discretization for larger Reynolds
number flows and the two-dimensional forcing prescribed above. To compute these
flow solutions, we used a Newton-Raphson nonlinear solver in conjunction with con-
tinuation. The results of this investigation are included in Table 2 for meshes with
16 x 16 elements. Note that the velocity numerical errors in the tables appear in-
dependent of the Reynolds number. Moreover, the pressure numerical errors seem
to improve with increasing Reynolds number. Hence, we are able to recover the de-
sired flow solution (u, p) for large Reynolds numbers. This observation attests to the
enhanced stability properties of our discretization for nonlinear flow problems even
in the absence of any external stabilization mechanisms. To contrast our methodol-
ogy with standard mixed finite element discretizations, we have repeated the above
computations for conservative Taylor-Hood [24] finite element approximations, us-
ing again a continuation method in conjunction with a Newton-Raphson nonlinear
solver. The results of these computations are included in Table 3. Note that while the
pressure error is well-behaved, the velocity error diverges with increasing Reynolds
number. We believe that this divergence is inherently tied to the fact the Taylor-Hood
approximations only satisfy the divergence-free constraint approximately.

8.2 Three-dimensional Manufactured Solution

As a second numerical experiment, we consider a three-dimensional manufactured
solution representing a single vortical filament. Let

Q=(0,1)>°

and

with



o

Figure 3: Vortex manufactured solution in 3-D: Flow velocity streamlines colored by
velocity magnitude.

w(x — 1)y (y — 1)22%(z — 1)?

é = ; |
23z — )% (y — 1)%2(2 — 1)
and 4
p = sin(mz) sin(7ry) — a2

Again, homogeneous boundary conditions are applied along the boundary 02, and
the pressure is enforced to satisfy fQ pdx = 0. A solution to the steady Navier-Stokes
equations with the prescribed forcing is then clearly (u, p) = (u, p), and for sufficiently
small data, this solution is unique. Streamlines associated with the exact solution are
plotted in Figure 3.

For Re = 1 flow (with Re = 1/v), we have computed convergence rates for
divergence-conforming B-spline discretizations of varying mesh size and polynomial
degree. In Table 4, we have listed our numerically computed convergence rates.
First, note that our theoretically derived error estimates are confirmed. Second, note
that the L?-norm of the pressure error optimally converges like O(h¥*1), which is
an improvement over our theoretically derived estimate. Third, note that, as in the
two-dimensional setting, the results in Table 4 are identical to the Stokes results
appearing in Table 5 of [19]. Hence, the introduction of convection has not affected
our numerical error.

Again, while our theoretically derived error estimates only cover flows with “small”
Reynolds number, we have investigated the effectiveness of our discretization for larger
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Table 4: Steady vortex flow convergence rates in 3-D: Re

Polynomial degree k' = 1
h 12 1/4  1/8 1ji16  1/32
[u—unll, | 1.83e2 8.08¢3 4.18e-3 1993 0.62c4
order - 1.03 1.10 1.07 1.05
0 —uplgi) | 1.51e-2 7.64e-3 3.77e-3 1.87e-3 9.34e-4
order - 0.98 1.02 1.01 1.00
[u— w2 | 1.35e-3  3.68-4 1.03e-4 2.8le-5 7.40e-6
order - 1.88 1.84 1.87 1.93
Ip — pallzo) | 5A4le-2 1.48e-2 3.58¢-3 8.85e-4 2.260-4
order - 1.87 2.05 2.02 1.97

Polynomial degree k' = 2

h 172 1/4 /8 1/16  1/32
[u—unll, | 6.50e-3 1.54e-3 4.10e-4 9.5le5 2.15e-5
order - 208 191 211 215

U —wslgi) | 3.71e-3  9.90e-4 2.79e-4 6.59%e-5 1.50e-5
order - 1.91 1.83 2.08 2.14

u— w2 | 1.97e-4  4.25e-5 7.38¢-6 8.67e-7 9.18e-8
order - 2.21 2.53 3.09 3.23

lp — pullr2) | 1.50e-2  1.59e-3  2.00e-4 2.56e-5 3.26e-6
order - 3.24 2.99 297 297

Table 5: Robustness of 3-D divergence-free B-spline discretizations for increasing Re

Polynomial degree k' =1, h =1/16

Re 0 1 10 100 1000 10000
|lu—uplln | 1.99-3 1.99¢-3 1.99e-3 1.99¢-3 1.99e-3 1.99e-3
U —up|gi() | 1.87e-3 1.87e-3 1.87e-3 1.87e-3 1.87e-3 1.87e-3
[u—unllp2 | 2.81e-5 2.8le-5 2.8le-5 2.8le-5 2.8le-5 2.8le-5
|0 — pullre) | 8.84e-4 8.84e-4 8.84e-4 8.84e-4 8.84e-4 8.84e-4

Polynomial degree k' =2, h =1/16

Re 0 1 10 100 1000 10000
[u—w,ll, |95le5 95le5 95le5 95lebh 09.5leb 9.5leb
U —us|giq) | 6.59e-5 6.59¢-5 6.59e-5 6.59e-5 6.59e-5 6.59e-5
lu— w2 | 8.67e-7 8.67e-7 8.67e-7 8.67e-7 8.67e-7 8.67e-T
lp — pall2@) | 25605 2.56e-5 2.56e-5 2.560-5 2.56¢-5 2.56e-5
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Reynolds number flows and the three-dimensional forcing prescribed above. We used
a Newton-Raphson nonlinear solver in conjunction with continuation. The results
of this investigation are included in Table 5 for meshes with 16 x 16 x 16 elements.
Note that the velocity and pressure numerical errors appearing in the tables are
independent of the Reynolds number. Hence, we are able to recover the desired flow
solution (u,p) for large Reynolds numbers.

8.3 Kovasznay Flow

As a third numerical experiment, we consider Kovasznay flow. Kovasznay flow refers
to the flow behind an infinite two-dimensional grid, and it is often utilized as a
convergence test for Navier-Stokes discretizations. The flow pattern is periodic and
can be analytically derived [27]. Indeed, denoting Re = %, the flow solution satisfies

. { 1 — & cos(2ry) 1

2 cos(2my).

and

where

Re /Re? )
)\—7— T+47T.

The streamlines and pressure contours associated with the Kovasznay flow solution
at Re = 40 are plotted in Figure 4. Note that the streamlines closely resemble the
streamlines associated with steady flow behind a cylinder.

To solve the Kovasznay flow problem numerically, we restrict ourselves to the
domain ©Q = (0,1) x (—1/2,1/2). On the left, bottom, and top sides of the domain,
we enforce Dirichlet boundary conditions. On the right side of the domain, we enforce
a traction boundary condition. On the interior of the domain, we apply the usual
forcing

f=V-(u®u)—-V-(2vV*u)+ Vp.

We have computed Re = 40 flow convergence rates for a variety of divergence-
conforming B-spline discretizations. These rates are summarized in Table 6. Note
that the convergence rates are approaching the optimal rates as h — 0 for both
the velocity and pressure field. However, it is apparent that even for h = 1/64 our
computations still lie in the pre-asymptotic range.

8.4 Cylindrical Couette Flow

As a final convergence-rate experiment, we consider cylindrical Couette flow. Couette
flow is often used as a “sanity check” for Navier-Stokes discretizations. Cylindrical
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Figure 4: Steady Kovasznay flow: (a) Streamlines for Re = 40, (b) Pressure contours
for Re = 40.
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Table 6: Steady Kovasznay flow convergence rates: Re = 40

Polynomial degree k' = 1

h 1/4 1/8 1/16 1/32 1/64

|lu — uh]Hl(Q) 1.39e0 7.31le-1 3.69e-1 1.84e-1 9.19e-2
order - 0.93 0.99 1.00 1.00

|lu— uhHLQ(Q) 5.3le-2 1.98e-2 6.78e-3 2.15¢-3 6.34e-4
order - 1.43 1.54 1.66 1.76

lp = pullee) | 3.98e-2  1.49e-2 4.73e-3 1.35e-3 3.75e-4
order - 1.42 1.65 1.81 1.85

Polynomial degree k' = 2

h 1/4 1/8 1/16 1/32 1/64

U —unlgi) | 4.59%-1 1.17e-1 2.78¢-2 6.69¢-3 1.64e-3
order - 1.97 2.08 2.05 2.03

|lu— Uh||L2(Q) 1.44e-2 1.96e-3 2.41le-4 3.04e-5 2.83e-6
order - 2.88 3.02 2.99 2.99

lp = pullL2@) | 1.65e-2  3.55e-3  5.14e-4  7.05e-5 9.56e-6
order - 2.22 2.79 2.87 2.88

Polynomial degree k' = 3

h 1/4 1/8 1/16 1/32 1/64

|lu — uh|H1(Q) 1.29e-1 1.52e-2 1.94e-3 2.55e-4 3.31le-5
order - 3.08 2.98 2.92 2.95

|lu — uh||Lz(Q) 2.95¢-3 1.97¢-4 1.64e-5 1.20e-6 &.51e-8
order - 3.91 3.59 3.77 3.81

0 — pullL2@) | 5.59e-3 6.48e-4 5.75e-5 5.28¢-6 4.00e-7
order - 3.11 3.49 3.45 3.72
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Couette flow is a more realistic problem which describes the flow between two concen-
tric rotating cylinders. Here, we consider flow between a fixed outer cylinder and a
rotating inner cylinder. The problem setup is illustrated in Figure 5(a). No external
forcing is applied. The velocity field for this flow assumes the form

= [t |

where B
Up (T) = AT + )
r
(r,0) are polar coordinates with respect to the center of the cylinders, and
52 r2 U Tin

B:Qin$a Qin:_7 6= .
(1 — 52) Tin Tout

A=—-Qp——7
wm 1 _ 62 )
We have depicted this velocity field in Figure 5(b). The pressure field for cylindrical
Couette flow is axisymmetric and satisfies the differential equation
Op(r) _ ug(r)?

5= (101)

The above differential equation coupled with the constraint

/pdx:()
Q

determines the pressure field uniquely. In what follows, we assume r;, = 1, 7o = 2,
and U = 1.

We have computed convergence rates for a variety of divergence-conforming B-
spline discretizations and for Re = 40. To represent the annular domain in our
computations, we employed the polar mapping

((Tout — Tin)&2 + Tin) sin(27&;)
((Tout - rin)§2 + Tin) COS(2W§1>

and periodic B-splines of maximal continuity in the &;-direction (see Section 2 of [17]).
It should be emphasized that we do not use the polar form of the steady Navier-Stokes
equations. Rather, we utilize the polar mapping to define our divergence-conforming
B-splines in physical space and then employ the Cartesian-based variational formu-
lation discussed in this chapter. The results of our computations are summarized
in Table 7. Note from the table that all of our theoretically derived error estimates
are confirmed. Furthermore, we have obtained axisymmetric velocity fields with zero
radial components, and the discrete pressure field converges at optimal order. We
have additionally simulated the cylindrical Couette flow problem using a multi-patch
NURBS construction (see Subsection 8.4 of [19]) and obtained identical discrete ve-
locity fields and slightly differing (yet still optimally convergent) discrete pressure
fields.

F(€17£2) = 7v<£la§2) € (Oa 1)2 (102)
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Figure 5: Cylindrical Couette flow: (a) Problem setup, (b) Flow velocity arrows.
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Figure 6: Cylindrical Couette flow: Sequence of polar meshes.
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Table 7: Cylindrical Couette flow convergence rates: Re = 40

Polynomial degree k' = 1

h/hg 1/2 1/4 1/8 1/16 1/32
[u—upln | 5421 2.63e1 12661 6.12e2 2.99e-2
order - 1.04 1.06 1.04 1.03
U —wplgig) | 448e-1 2.32-1 1.17e-1 5.86e-2 2.93e-2
order - 0.95 0.99 1.00 1.00
lu—upllpz) | 5.00e-2 1.53-2 4.28¢-3 1.14e-3 2.94e-4
order - 1.71 1.84 1.91 1.96
Ip—pulliz@ | 23602 6.32e-3 1.62e-3 4.10e-4  1.03e-4
order - 1.90 1.96 1.98 1.99
HUT — (ur)hHL2(Q) 0 0 0 0 0
Polynomial degree k' = 2
h/ho 1/2 1/4 /8  1/16  1/32
[u—wnll, | 9.77e2 2422 5.64e-3 1.32e-3 3.14e-4
order - 2.01 2.10 2.10 2.07
|u — uh’Hl(Q) 7.68e-2 2.00e-2 4.92e-3 1.21e-3 2.99e-4
order - 1.94 2.02 2.02 2.02
|lu— uhHLQ(Q) 4.43e-3 6.03e-4 8.13e-5 1.07e-5 1.38e-6
order - 2.88 2.89 2.93 2.95
2 = pullz2 @) 3.14e-3 4.46e-4 6.15e-5 8.23e-6 1.07e-6
order - 2.82 2.86 2.90 2.94
||ur — (u7.)hHL2(Q) 0 0 0 0 0
Polynomial degree k' = 3
h/ho /2 1/4  1/8  1/16  1/32
lu — up||n 2.0le-2 2.67e-3 3.27e-4 4.0le-5 4.98¢-6
order - 2.91 3.03 3.03 3.01
[u — sl (o) 1.52e-2 2.13e-3 2.84e-4 3.72e-5 4.80e-6
order - 2.84 2.91 2.93 2.95
[u—upllp2) | 6.59%-4 5.69e-5 4.82e-6 3.50e-7 2.33e-8
order - 3.53 3.56 3.78 3.91
Ip—pulliz@ | 3.86e-4 3.4le-5 2.98¢-6 2.23¢-7 1.51e-8
order - 3.50 3.52 3.74 3.88
||U,T — (ur)hHLZ(Q) 0 0 0 0 0
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H

Figure 7: Lid-driven flow in a two-dimensional cavity: Problem setup.

9 Benchmark Problems

In this section, we investigate the effectiveness of our methodology as applied to
two benchmark problems: two-dimensional lid-driven cavity flow and confined jet
impingement. As previously, we choose Nitsche’s penalty constant as Cp.,, = 5(k'+1)
for all of the following examples, and we employ uniform parametric meshes, linear
parametric mappings, and B-spline spaces of maximal continuity.

9.1 Two-dimensional Lid-driven Cavity Flow

Two-dimensional lid-driven cavity flow is widely considered to be one of the classical
test problems for the validation of numerical discretizations for incompressible flow
simulation. In the presence of increasing Reynolds number, lid-driven cavity flow
loses its symmetry and eventually becomes unsteady. The problem setup for lid-
driven cavity flow is shown in Figure 7. For the computations here, H and U are
defined to be 1. The Reynolds number associated with the flow is defined to be
Re = %
v

The left, right, and bottom sides of the cavity are fixed no-slip walls while the top
side of the cavity is a wall which slides to the right with velocity magnitude U. The
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Figure 8: Lid-driven cavity flow: Streamlines for Re = 100.

forcing f is defined to be zero. The pressure and stress fields associated with this flow
experience corner singularities which impede the convergence of numerical methods
and expose unstable velocity /pressure pairs. Furthermore, the velocity boundary
condition is discontinuous at the upper left and right corners of the domain. In
classical finite element analysis, this boundary condition must be replaced with an
approximate “smooth” boundary condition. Here, as the prescribed slip boundary
condition is weakly enforced, we do not have to invoke such an approximation and
can instead directly utilize the discontinuous boundary condition.

We have numerically simulated lid-driven cavity flow at Re = 100, Re = 400, and
Re = 1000 using a variety of divergence-conforming B-spline discretizations. Stream-
lines computed using a mesh of degree k' = 1 and size h = 1/128 are plotted in Figures
8,9, and 10 for Re = 100, Re = 400, and Re = 1000, respectively. These computed
streamlines are visually indistinguishable from benchmark streamlines appearing in
the literature.

We have compared our numerical results with the classical benchmark results of
Ghia et al. [21] for three different polynomial degrees (k' = 1, ¥’ = 2, k' = 3),
three different mesh sizes (h = 1/32, h = 1/64, and h = 1/128), and the selected
Reynolds numbers. The results of Ghia were obtained using a second-order upwind
finite difference method on a stretched mesh with 129? grid points. In Figures 11(a),
12(a), and 13(a), we have compared our k¥’ = 1, Re = 100 values for the horizontal
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Figure 9: Lid-driven cavity flow: Streamlines for Re = 400.

component of the velocity field along the vertical center line with those of Ghia,
and in Figures 11(b), 12(b), and 13(b), we have compared our k' = 1, Re = 100
values for the vertical component of the velocity field along the horizontal center
line. Note that our centerline velocity results are roughly independent of the mesh
size. Second, note that while our results ostensibly match those of Ghia, there are
discernible quantitative differences between the two sets of results even for our finest
mesh. To investigate these differences further, we have employed a set of converged
pseudospectral results that were obtained via a subtraction method to remove the
leading terms of the corner singularities [5]. In Table 8, we have compared our
centerline results with these converged results as well as the results of Ghia. Note
that our results are much more accurate than the results of Ghia for all mesh sizes
and polynomial degrees. Furthermore, our results for &’ =2 and &' = 3 on a 64 x 64
element mesh are indistinguishable from the converged pseudospectral results. This
attests to the effectiveness of our discretization with increasing &', even in the presence
of singularities. We should also again remark that these results were obtained without
stretched meshes and without stabilization. We believe that the combination of exact
mass conservation and weak enforcement of the no-slip condition plays a pivotal role
in the enhanced accuracy of our discretization scheme.

In Figures 14(a), 15(a), and 16(a), we have compared our k¥’ = 1, Re = 400 values
for the horizontal component of the velocity field along the vertical center line with
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Figure 10: Lid-driven cavity flow: Streamlines for Re = 1000.

those of Ghia, and in Figures 14(b), 15(b), and 16(b), we have compared our k' = 1,
Re = 400 values for the vertical component of the velocity field along the horizontal
center line. Note that our Re = 400 results match the results of Ghia better than
the Re = 100 results. In fact, our Re = 400 results are nearly indistinguishable from
the benchmark results on the finest mesh. This is encouraging as the Ghia Re = 400
results match well with highly-accurate extrapolated results in the literature [34].
Moreover, our results for the coarsest mesh match the results of Ghia better than any
comparable second-order results we have seen in the literature. In Table 8, we have
compared our centerline results with the results of Ghia along with our results for
k' =2 and k' = 3 on a 64 x 64 element mesh. Note that our results appear to converge
quickly with increasing k', despite the increased smoothness of our discrete spaces.
By using our &’ = 3 results as a benchmark, we see our & = 1 results are considerably
more accurate than Ghia’s results for A < 1/64. Unfortunately, no pseudospectral
results are available to use as comparison.

In Figures 17(a), 18(a), and 19(a), we have compared our k' = 1, Re = 1000 values
for the horizontal component of the velocity field along the vertical center line with
those of Ghia, and in Figures 17(b), 18(b), and 19(b), we have compared our k' = 1,
Re = 1000 values for the vertical component of the velocity field along the horizontal
center line. This is a more challenging test case than either the Re = 100 or Re = 400
flows, and the coarse 32 x 32 element mesh is not nearly fine enough to resolve the
flow features. Nonetheless, our results for this coarse mesh better match the results
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Table 8: Two-dimensional lid-driven cavity flow: Extrema of the velocity through the
centerlines of the cavity.

Re =100
Method Umin VUmnaz Umin
B-spline, ¥’ =1 and h = 1/32 | —0.21551 0.18054 —0.25472
B-spline, ¥ =1 and h = 1/64 | —0.21443 0.17991 —0.25409
B-spline, £’ =1 and h = 1/128 | —0.21414 0.17966 —0.25387
B-spline, &' =2 and h = 1/64 | —0.21404 0.17957 —0.25379
B-spline, ¥ =3 and h =1/64 | —0.21404 0.17957 —0.25380

Pseudospectral (Ref. [5]) —0.21404 0.17957 —0.25380
Ghia et al. (Ref. [21]) —0.21090 0.17527 —0.24533
Re =400
Method Umnin Umazx Umin

B-spline, ¥ =1 and h =1/32 | —0.33651 0.31039 —0.45768
B-spline, &' =1 and h = 1/64 | —0.33150 0.30605 —0.45659
B-spline, ¥’ =1 and h = 1/128 | —0.32989 0.30471 —0.45470
B-spline, ¥’ =2 and h = 1/64 | —0.32927 0.30415 —0.45406
B-spline, ¥ =3 and h = 1/64 | —0.32925 0.30413 —0.45401

Chia et al. (Ref. [21]) _0.32376 0.30203 —0.44993
Re = 1000
Method Umin Umaz Umin

B-spline, ¥’ =1 and h = 1/32 | —0.40140 0.39132 —0.54261
B-spline, & =1 and h =1/64 | —0.39399 0.38229 —0.53353
B-spline, £’ =1 and h = 1/128 | —0.39021 0.37856 —0.52884
B-spline, ' =2 and h = 1/64 | —0.38874 0.37715 —0.52726
B-spline, ¥ =3 and h =1/64 | —0.38857 0.37698 —0.52696
Pseudospectral (Ref. [5]) —0.38857 0.37694 —0.52707
Ghia et al. (Ref. [21]) —0.38289 0.37095 —0.51550
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Figure 11: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/32, and Re = 100.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.
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Figure 12: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/64, and Re = 100.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.
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Figure 13: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/128, and Re = 100.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.
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Figure 14: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/32, and Re = 400.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.

o4



o)
0.8r
—h=1/64
O Ghiaet. al
0.67
T
~
N
04r
02r
95 0 0.5 1
u/U
(a)
04

0.2F

(0 D
)
~
>
-0.2
—h=1/64
O Ghiaet.al
-04
-0.6 : : : :
0 02 04 0.6 0.8 1
x/H
(b)

Figure 15: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/64, and Re = 400.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.
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Figure 16: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/128, and Re = 400.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.
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Figure 17: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/32, and Re = 1000.
(a) Value of the horizontal component of the velocity field along the vertical center

line, (b) Value of the vertical component of the velocity field along the horizontal
center line.

57



©
0.8
0.6"
s —h=1/64
S O Ghia et. al
0.4
02"
35 0 0.5 1
u/U
(a)
0.4

0.2F

¢ D
)
~
>
-0.2
—h=1/64
O Ghiaet.al
-04
-0.6 : : : :
0 02 04 0.6 0.8 1
x/H
(b)

Figure 18: Lid-driven cavity flow: Velocity field for £’ = 1, h = 1/64, and Re = 1000.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.
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Figure 19: Lid-driven cavity flow: Velocity field for &’ = 1, h = 1/128, and Re = 1000.
(a) Value of the horizontal component of the velocity field along the vertical center
line, (b) Value of the vertical component of the velocity field along the horizontal
center line.
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of Ghia than any comparable second-order results we have seen in the literature. Our
results for the 64 x 64 and 128 x 128 element meshes match Ghia’s results even better.
In Table 8, we have compared our centerline results with the results of Ghia along
with a set of converged pseudospectral results with singularity subtraction [5]. As
expected, the results of Ghia are more accurate than our coarse mesh results, but our
results for the 64 x 64 element mesh are comparable in accuracy and our results for
the 128 x 128 element mesh are considerably more accurate. We also computed results
for the 64 x 64 element mesh for polynomial degrees &' = 2 and k' = 3 and found our
results quickly improved with increasing polynomial degree. Indeed, our results for
k" = 3 are nearly indistinguishable from the converged pseudospectral results.

To compute all of these flow examples, we utilized the Newton-Raphson method
in conjunction with continuation. Specifically, for the Re = 100 simulations, we
employed Newton-Raphson using the results of a corresponding Stokes simulation as
an initial guess. For the Re = 400 simulations, we employed Newton-Raphson using
the results of the Re = 100 simulations as an initial guess, and so on. We found
a maximum of four Newton-Raphson steps were required to achieve a sufficiently
accurate solution for each nonlinear solve. Using this procedure, we have been able
to successfully simulate flows upwards of Re = 3200 on relatively coarse meshes. We
have also been able to reproduce all of the results presented here by a more expensive
dynamic approach in which the solution is evolved from an initial condition by the
unsteady Navier-Stokes equations.

9.2 Confined Jet Impingement

Impinging jets are commonly used in engineering applications due to their enhanced
heat and mass transfer characteristics. Impinging jets even occur in blood vessels and
are believed to play a role in atherogenesis [20]. Many discretization schemes yield
a velocity field with spurious nonzero divergence when applied to the simulation of
incompressible jet impingement, even at small and moderate Reynolds numbers. As
our proposed discretization satisfies the divergence-free constraint exactly, it does not
suffer from this non-physical behavior.

The physical problem of confined jet impingement is illustrated in Figure 20. Fluid
flows from one pipe into a second pipe lying perpendicular to the first. To simulate
this flow, we use a two-dimensional mathematical idealization which is illustrated in
Figure 21. Along the left hand side of the domain, a symmetry condition is applied
as we only model half of the jet system. Along the bottom side of the domain, no-
slip and no-penetration boundary conditions are enforced. Along the top side of the
domain, two different sets of boundary conditions are applied. Along the first D /2
length of the top side, an inflow boundary condition is applied. Along the remainder
of the top side, no-slip and no-penetration boundary conditions are enforced. Along
the right hand side of the domain, a zero-traction boundary condition is enforced.
The height of the domain is set as H, and the length of the domain, L, is chosen long
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Figure 21: Confined jet impingement: Model problem description.
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enough such that the flow exiting the pipe is parallel to the outflow plane. For the
computations here, D = H = 1 and L = 8. The inflow speed is set to be U = 1. The
Reynolds number for the flow is defined as Re = UH /v.

We have simulated Re = 50 confined jet impingement for two divergence-conforming
B-spline discretizations of polynomial degree k' = 1 corresponding to mesh lengths of
h =1/16 and h = 1/32. The resulting velocity fields are plotted in Figures 22 and 23.
First, note that the computed streamlines for the two meshes are indistinguishable.
Second, note that the velocity fields are smooth and free from spurious oscillations.
To compare our simulation results with those of a classical mixed method, we have
simulated the impingement problem for a conservative Taylor-Hood finite element
discretization with mesh length A = 1/8. This discretization contains approximately
the same number of velocity degrees of freedom as the preceding coarse B-spline
discretization. The velocity field resulting from the Taylor-Hood discretization is
plotted in Figure 24. Note that the contours of the velocity field roughly match the
velocity contours resulting from the divergence-conforming B-spline discretizations.
However, the velocity field resulting from the Taylor-Hood discretization exhibits sig-
nificant non-physical compressibility. We have conducted numerical investigations of
confined jet impingement at other Reynolds numbers and obtained similar results to
those reported here.

10 Conclusions

In this paper, divergence-conforming B-spline discretizations have been presented
for the steady Navier-Stokes equations utilizing a variational formulation written in
conservation form. Tangential velocity boundary conditions are implemented weakly
using Nitsche’s method. The formulation yields velocity fields that are pointwise
divergence-free on general mapped geometries. A collection of stability and error
estimates have been derived for flows subject to a smallness condition, and these
theoretical results have been confirmed and supplemented by numerical simulations
of problems with known analytical solutions. In fact, these numerical simulations
have revealed that the proposed discretizations are robust with respect to Reynolds
number, a property not shared by classical finite elements such as the Taylor-Hood
element. The new discretizations have also been applied to a selection of benchmark
problems where the advantages of the new methodology over classical methods have
been highlighted. In future work, we plan to extend the present developments to the
unsteady Navier-Stokes equations and generalize to locally-refined meshes.
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